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Abstract

Recent large language model-based Al agents have shown promising text understanding and generation capa-
bilities and have been used in many applications. However, they are limited to only handling text data, while
human experts deal with non-text data, such as reports, news, papers, social media, and blogs, where text, charts,
diagrams, and tables are mixed. To address this, I propose developing a multimodal science/financial language
model to browse and understand different non-text modalities, such as diagrams, charts, and tables. My research
would allow existing language model-based systems, such as BloombergGPT, to handle various types of modalities
and help human experts save time and make more intelligent decisions.

Collaborators: Mohit Bansal (UNC Chapel Hill)

(a) Chart Summarization

(b) Diagram Question Answering

(c) Bloomberg Terminal Integration
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Figure 1: Example use cases of the proposed Multimodal Sci-Fi (Science/Financial) Language Model: (a) Summarize charts
in open-ended text or program; (b) Answering open-ended questions about visual input; (c¢) Integration in domain-specific

software, such as Bloomberg Terminal.

1 Introduction

Large language models (LLMs), such as ChatGPT and
GPT4, have shown remarkable performance in under-
standing and generating open-ended text. As most LLMs
were trained on general web-crawled corpora, the recently
released BloombergGPT [Wu et al., [2023] demonstrates
that training LLMs on a wide range of domain-specific
datasets can yield significant improvements in target do-
main over general-purpose baselines. Although these
domain-specific pretraining of LLMs show promising re-
sults, they are limited to understanding text data. How-
ever, in the science and finance domain, human experts
deal with different sources of information beyond text,
such as charts, diagrams, tables, etc.

A multimodal Al agent that browses and understands
different non-text data types would help human experts
save significant time. In addition, a multimodal agent
that provides visual explanations that complement tex-
tual answers would help users understand the responses
and share the results with co-workers. In Fig. we
illustrate several use cases, including chart summariza-
tion, diagram question answering, and integration into
domain-specific software, such as Bloomberg Terminal.

In this proposal, we introduce two research projects

to develop a multimodal AI agent in Sci-Fi (sci-
ence/financial) domain: (1) Multimodal Sci-
Fi Dataset to teach machine learning models sci-
ence/financial tasks involved with heterogenous in-
put/output, connected to my previous works on
hierarchical multimodal retrieval and summarization
dataset |Zala* et al. [2023]; (2) Multimodal Sci-Fi
Language Model that can understand different data
types and provides more informed and useful responses
to human experts, following my previous works on uni-
fied multimodal language models |[Jaemin Cho et all
2021], parameter-efficient multimodal finetuning [Sung
et all [2022ab|, and reinforcement learning with multi-
modal rewards [Jaemin Cho et al., 2022]. These two
projects complement each other to achieve the final goal
of developing a multimodal science/financial Al agent.

2 Proposed Work

2.1 Multimodal Sci-Fi Dataset

We need a multimodal Sci-Fi corpus to train a multi-
modal language model where different data types com-
plement each other. Existing LLMs are usually pre-


https://j-min.io/
https://www.cs.unc.edu/~mbansal/

trained on combinations of general-domain (e.g., The
Pile |Gao et all [2020], C4 |[Raffel et all|2019], BookCor-
pus |[Zhu et all [2015]), and multimodal LMs are devel-
oped by being finetuned from these language models with
image-text pairs or image-text interleaved corpus (e.g.,
M3W [Alayrac et all [2022], MMC4 |Zhu et al., 2023]).
While the multimodal LMs show interesting understand-
ing performance on images with common objects, they
cannot understand scientific/financial contents, such as
charts and tables. Recently, [Wu et al.| [2023] introduced
FinPile, a large-scale financial corpus that only consists
of text data.

Charts Multimodal Interleaved Corpus
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Figure 2: Multimodal Sci-Fi Dataset. Text and non-text data
(e.g., charts, tables, diagrams) are interleaved.

Motivated by this, we propose to collect a novel mul-
timodal Sci-Fi dataset. As shown in Fig.[2] different non-
text contents, such as charts and tables, are interleaved
within a text corpus. We use special tokens (<image 1>,
<image_2> in Fig. [2]) next to the sentences describing the
content to point the original contents. A multimodal
language model trained on this new corpus will have
contextualized understanding of the text and different
types of images and opens up new capabilities, including
question answering, captioning, and summarization us-
ing non-text contents. To evaluate such models, we can
set benchmarks for multimodal Sci-Fi tasks, including
content retrieval, captioning, summarization, and hierar-
chical combination of these tasks, which is well connected
to my previous work on hierarchical multimodal retrieval
and summarization dataset Zala*™ et al.| [2023].

2.2 Multimodal Sci-Fi LM

Although many previous Al applications have used ar-
chitectures specialized in specific tasks and modalities,
designing and training a new model for each new task
often takes a long time. A general framework that can
handle different modalities and tasks would enable quick
prototype experiments with new ideas. To address this,
we propose a multimodal Sci-Fi language model that can
flexibly handle different tasks within a unified genera-
tive framework, following my previous work [Jaemin
Cho et al) 2021]. This unified multimodal framework
has been widely used by recent works in many research
groups such as SimVLM/CoCa/Flamingo (Google Deep-
mind) [Wang et all [2022] [Yu et al., 2022 |Alayrac et al.,
2022], BLIP (Salesforce) |Li et all [2022], and UDOP
(Our lab and Microsoft) [Tang et al., 2023]. In Fig. (3] we
illustrate the overall architecture of the proposed model.
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Figure 3: Multimodal Sci-Fi LM Architecture. We can boot-
strap the training process with parameter-efficient finetun-
ing of a small set of newly inserted parameters (colored in
) on top of existing pretrained visual encoder and lan-
guage models (colored in blue).
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Since training large visual encoders and language
models from scratch is very expensive, we propose us-
ing parameter-efficient finetuning of pretrained visual
encoders (e.g., CLIP |Radford et al. [2021]) and lan-
guage models (e.g., BloombergGPT) by only tuning a
small portion of newly inserted Adapter [Houlsby et al.
2019], LoRA [Hu et all |2022], and cross-attention pa-
rameters |Alayrac et al., [2022]. This parameter-efficient
training for multimodal language models has been ini-
tially introduced in my work [Sung et al., 2022a] and ap-
plied in recent work by other groups, such as BLIP-2 |Li
et al., [2023] and Flamingo [Alayrac et al.l [2022].

To further improve human alignment of responses,
after first training the model using maximum likeli-
hood estimation on the multimodal interleaved image-
text dataset, we propose to further train the model with
instruction tuning with multimodal rewards in reinforce-
ment learning with human feedback (RLHF) [Ziegler
et al. [2019]. While the existing RLHF methods for LMs
typically use a reward based only on text inputs, we pro-
pose to experiment with using a multimodal reward con-
ditioned on both visual and textual inputs for the tasks
that involve visual editing/generation, extending the idea
of my previous work that introduces the use of CLIP as a
multimodal reward model for improving image caption-
ing [Jaemin Cho et all [2022].

3 Expected Results & Impact

Expected Results. The research outcomes would
include: (1) A dataset to train multimodal sci-
ence/financial machine learning models, where texts
and non-text contents are interleaved. (2) A multi-
modal science/financial language model frame-
work, based on a unified generative framework,
parameter-efficient tuning, and reinforcement learning
based on multimodal rewards. (3) A comprehensive eval-
uation of the capabilities of the new model.

Expected Impact. We believe that multimodal un-
derstanding and generation capabilities enhance the ex-
isting AT agents for the science/financial domain by open-
ing up many new applications; researchers and ana-
lysts could summarize reports written in different for-
mats without explicit text-parsing; software such as
Bloomberg Terminals could be equipped with new func-
tionalities taking visual input as well as text inputs.

Data, Software, and Ethics Policy. We plan to pub-
lish papers at top-tier conferences and open-source the
public version of our models and code.
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